# Exploring A Relationship Between Team Formation and Learning Outcome in Problem Solving 

Olusegun Felix Ayadi<br>Texas Southern University, Houston, Texas, USA<br>Mammo Woldie<br>Texas Southern University, Houston, Texas, USA<br>Jakeun Koo<br>Hanyang University, Hanyang, Korea<br>Anthonia Allagoa-Warren<br>Texas Southern University, Houston, Texas, USA


#### Abstract

[Abstract] This article tests the impact of three different group formation methods (studentformed teams, randomly selected teams, and teams formed through students' thinking style) on academic performance in an undergraduate course in statistics within a Historically Black University in Texas. Group 1 is made up of groups whose members are randomly selected with Excel's RAND function. Group 2 is made up of students' self-selected groups and Group 3 is made up of groups formed based on students' self-reported results from the Hemispheric Dominance Inventory Questionnaire. Average group scores from a problem-solving case in business statistics are analyzed using ANOVA and Kruskal-Wallis analysis of variance tests. The results suggest that team performance can be improved when team members are randomly selected.
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## Introduction

Problem solving is one of the notable learning goals in many business schools around the world. He (2015) notes that the Association to Advance Collegiate Schools of Business (AACSB) International attaches a significant emphasis on problem solving in its 2013 AACSB Assurance of Learning Standards: An Interpretation. One may be led to believe that problem solving is a concept within the preserve of business schools. Stockwell et al. (2017) report their exploratory research on the way undergraduate students tackle problem solving in a biochemistry class. To define problem solving, Daft (2014) focuses first on "problem" which is viewed as the discrepancy between existing and desired goals. The author then views problem solving as identification of the gap between reality and goals and an attempt to seek actions necessary to close the gap. Martinez (1998) argues that problem solving as a worthy goal of education is the process of getting to a goal whose path is uncertain.

Stockwell et al. (2017) report that the traditional perspective to learning is out of tune with modern day reality. Active learning and scientific teaching strategies are now in vogue. Moreover, the authors report the positive role of interactive teaching on learning outcome. They also report
the findings of the National Research Council which suggest that learning is more effective when students work in small groups. Chase (2014) describes collaborative learning as a program which allows students to work together using scientific evidence to influence real policy changes. The author catalogs the benefits to include the achievement of deeper learning and course material engagement. Rusticus and Justus (2019) argue that teamwork promotes interactions among students and serves as a source of motivation for developing teamwork skills for future employability. This line of thought is emphasized by Chapman et al. (2006) who argue that businesses seek out potential employees who possess the skill to work efficiently and effectively with others in a group.

Team formation is a critical ingredient in achieving the benefits of team-based learning. Alberola et al. (2016) observe the absence of many studies on the key issue of team formation. Gencer (2019) notes that many researchers emphasize the importance of group formation in the development of attitudes and behavior of group members. Hansen (2006), Michaelsen et al. (2004), and Shimazoe and Aldrich (2010), argue that instructors should be guided in the formation and management of teams. They should be purposeful in reducing any barriers to team effectiveness and cohesiveness. Therefore, this research objective is to test the impact of three different group formation methods (student-formed teams, randomly selected teams, and teams formed through students' thinking style) on academic performance in an undergraduate course in statistics within a Historically Black University in Texas. Moreover, this study examines the possibility of achieving team cohesion and consequently team performance in homogeneous versus heterogeneous teams.

## Teamwork in Education

The classroom environment is going through drastic changes and instructors are searching for different avenues to impart knowledge. Bonwell and Elson (1991) suggest an active learning approach which seeks the involvement of students and motivates students to think about what is being done. It is an instructional approach in which the focus is on the learner. Millis (2012) posits that active learning should appeal to instructors who desire students to learn. Berry (2008) identifies characteristics of active learning to include critical thinking, individual responsibility, participation in open-ended activities, and organization of learning activities by an instructor. McClellan (2016) reports a survey conducted by the Hart Research Associates on behalf of the Association of American Colleges and Universities in which employers overwhelmingly identified teamwork skills as critical. Pociask et al. (2017) list the benefits of collaborative learning to include improvement in critical thinking skill, improved test scores and improved course material retention.

Millis and Cottell (1998) note that educators often employ three types of group learning, namely: cooperative learning, problem-based learning, and team-based learning. Cooperative learning is student-centered when an instructor puts students in small groups and allows them to take the lead in completing an activity. Problem-based learning focuses on student learning in a hands-on way. This is also referred to as learning by doing because no prior instructor exposition to relevant course materials. Team-based learning is a structured teaching strategy that engages student, maximizes their practice time, and gives room for socialization.

Oakley et al. (2004) report several good outcomes when students are put in small groups. According to the authors, students' attention span is longer, and they retain more information
leading to an achievement of better grades. Nokes-Malach et al. (2015) argue that groupwork gives students the opportunity to use previous knowledge of members, builds on complementary expertise and increases resources of memory and problem-solving. Mazzoitti et al. (2019) discuss a tradeoff between the benefits and costs of groupwork in the learning process. The costs manifest in terms of fear of evaluation by peers and social loafing. The authors make a strong case for a residual benefit of groupwork.

Many researchers including Greenlee and Karanxha (2010) argue that an effective team is one that is diverse in ability and other characteristics with potential for members to learn, increase members engagement and facilitate social interaction. Druskat and Wolf (2001) focus on effective group interaction process which they argued is connected with the role of emotion within the group. Rock and Gerkovich (2021) espoused the concept of a diverse team in terms of cognitive elaboration which allows the exposition and correction of faulty thinking while generating fresh and novel ideas. This process takes time to gain ground.

Chapman et al. (2006) investigate random versus self-selected team selection methods in several marketing classes in a business school in northern California. The authors note that a randomly selected team has a higher likelihood that all team members do not know each other when compared with a self-selected team. This means that a low degree of initial social connectedness exists in a randomly selected team. Their results indicate a better positive outcome is achieved by a self-selected team. The self-selected team members take pride in their work, they make more friends and enjoy working with the group because of their higher degree of social connectedness.

Rusticus and Justus (2019) compare teacher-formed and student-formed teams in an introductory psychology research methods course. They report results indicating a superior score earned by the student-formed group. However, they caution that team formation method should consider the purpose of using teams. Rusticus and Justus argue that teacher-formed teams are more diverse and transparent. This line of thought is supported by Parmelee and Hudes (2012) who state categorically that an instructor should not let students self-select. They argue that teams selected by an instructor are likely to have members from diverse background, interest and experiences. Rienties et al. (2014) note that students are essentially "forced" to work together when an instructor forms a group through randomization. The authors use a quasi-experimental study to compare student-formed group and randomized group. The results indicate that the randomized group member, are able to develop a strong internal group relations which put them at an advantage over the self-selected team.

Post et al. (2020) assesses the impact of two different methods of team formation in an introductory engineering course. The two methods employed are self-selected team and instructorselected based student predicted performance. One of the key findings is the impact of the existence of a team member having a friend versus making new friends. The two groups report the same level of effort in making new friends. The self-selected team is more likely to have friends on the team. Moreover, the authors report a significant negative relationship between having friends on a team and team performance measures.

Farland et al. (2019) create four collaborative learning teams in the first year of a Doctor of Pharmacy degree program at the University of Florida. In fall 2015. Students are put in one of four groups based on their score on the CPSP-2 problem-solving style classification and campus location. The authors conclude that the team formation method has no effect on team performance.

Pociask et al. (2017) also compare three methods of team formation in an undergraduate general education course. The three teams are: self-selected, instructor-selected and randomly-selected teams. The most random team is the one selected by the instructor based on personality, class year, and gender. The results indicate the absence of any significant difference in student performance. Therefore, one is unable to decipher a clear indication of the effect of team formation method on student performance. The available evidence is mixed at best.

## Method

To reap the benefits of collaborative learning through groupwork, Deibel (2005) argues that instructors should form groups that promote maximum interaction among members. In this study, three different group formation methods are examined in relation to learning outcome in a problem-solving case analysis. More importantly, the focus is to test if heterogenous teams record higher performance than homogeneous groups.

## Study Participants

In four semesters within the 2018-2020 academic years, 240 students who enrolled in several sections of the undergraduate Business Statistics course in a southwestern United States’ Historically Black University participated in the current study for extra credits. This research was exempt from Institutional Review Committee of the University because it was employed as a teaching-enhancement tool. Three-person teams numbering a total of eighty were formed. The descriptive analysis of the participants show 112 students were males and 128 females (see Table 1). There were 42 Accounting majors, 36 in Finance, 109 in Management, 15 in Management Information Systems and 38 in Marketing. Classification by class revealed that 162 were juniors and 78 seniors. It should be noted that participation in this project was completely voluntary.

Table 1
Students' Classification by Major and Gender

| Major | Count | Male | Female |
| :---: | :---: | :---: | :---: |
| Accounting | 42 | 20 | 22 |
| Finance | 36 | 17 | 19 |
| Management | 109 | 51 | 58 |
| Mgmt Info System | 15 | 7 | 8 |
| Marketing | 38 | 17 | 21 |
| Total | $\mathbf{2 4 0}$ | $\mathbf{1 1 2}$ | $\mathbf{1 2 8}$ |

## Study Design and Procedures

A special case project which captures the key concepts in an undergraduate statistics course was administered to students enrolled in a south-eastern Texas HBCU. All the participants completed an introductory course in management information systems that covers Word, Excel, PowerPoint, etc. The students are divided into three groups. The case project is given to each group toward the end of the semester. The group case reports are graded by all the teaching instructors to remove grading bias. The scores are pulled together for analysis.

The first group (Group 1) is made up of groups whose members are randomly selected with Excel's RAND function. The second group (Group 2) is made up of students' self-selected groups. The third group (Group 3) is made up of groups formed based on students' self-reported results from the Hemispheric Dominance Inventory Questionnaire (HDIQ). The students in Group 3 were requested to visit the virtual Hemispheric Dominance Inventory platform of the Middle Tennessee State University to complete the questionnaire. Saleh (2001) and Ayadi et al. (2019) give a more descriptive analysis of hemispheric dominance. With the HDIQ results, students were placed in three sub-groups of left-brained, right-brained, and whole-brained. Margret and Lavanya (2017) report a relationship between hemispheric dominance and thinking style preferences. Therefore, following Margret and Lavanya (2017) the sub-groups in Group 3 are reclassified as DetailAnalytical for left-brained, Creative-Intuitive for right-brained and Homogeneous No Preference for whole-brained sub-groups. The number of sub-groups in Group 3 is made up of 22, 7 and 9 for Detail-Analytical, Creative-Intuitive and Homogeneous No Preference respectively. The total number of teams stands at 80 with 18 in Group 1, 24 in Group 2 and 38 in Group 3 (see Table 3). In view of the method employed to form the three groups, it is evident that Group 1 is a heterogenous group while Group 2 and Group 3 are homogeneous groups.

## Results

A short summary of the data reveals that, out of a maximum possible score of 44, the average score of the randomly formed group (Group 1) is 34.1667, with a standard error of 2.60279 , while the average score of the self-selection group (Group 2) is 22.5417 with a standard error of 3.20777 . The average score difference of the two groups is 11.625 with a standard error of 4.13089. The $95 \%$ confidence interval for the mean difference is $(3.27532,19.97468)$ (Table 2).

## Table 2

Confidence Intervals for the Mean Difference

| Equal variance assumption | F | Sig | t-statistic | df | Sig (2- <br> tailed) | Mean difference | Std error of Mean | $95 \%$ | $\begin{gathered} \hline \mathbf{9 5 \%} \\ \mathbf{C I}_{\text {upper }} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | Difference |  |  |
| Assumed | 11.270 | 0.002 | 2.678 | 40 | 0.011 | 11.625 | 4.341 | 2.852 | 20.398 |
| Not assumed |  |  | 2.814 | 39.872 | 0.008 | 11.625 | 4.131 | 3.275 | 19.975 |

Note. $95 \%$ CI refers to $95 \%$ confidence interval of the mean difference.
When we examined if there is a difference in performance on the special project between the two group formations, it turned out the average performance of the two groups is significantly different with a p-value of 0.008 , which is consistent with the $95 \%$ confidence interval that appears in Table 2. In fact, the average score of the randomly formed group is higher than the self-selected group. The test for equality of the two population variances did not hold (Levene's test) with a pvalue of 0.002 , hence the two variances are assumed unequal in this analysis. The result appears in Table 2.

Since our aim is to identify a type of group formation that helps students to learn and do better, another group formation was included in the study and then performed multi-sample analysis. As stated earlier, the third group is based on brain dominance characteristics. This new Group 3 is also denoted as Hdbased. A summary of all the three groups and score distribution appears in Table 3.

Table 3
Group Descriptive Statistics

| Group | N | Mean | Std. <br> Deviation | Std. <br> Error | $\mathbf{9 5 \%}$ <br> $\mathbf{C I}_{\text {lower }}$ | 95\% <br> CI $_{\text {upper }}$ | Min | Max |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 18 | 34.1667 | 11.04270 | 2.60279 | 28.6753 | 39.6581 | 7.50 | 44.00 |
| 2 | 24 | 22.5417 | 15.71479 | 3.20777 | 15.9059 | 29.1774 | 4.00 | 44.00 |
| 3 | 38 | 22.0843 | 12.19786 | 1.83890 | 18.3758 | 25.7928 | 4.00 | 44.00 |
| Total | 80 | 24.7408 | 13.79542 | 1.48760 | 21.7831 | 27.6986 | 4.00 | 44.00 |

Note. $95 \%$ CI refers to $95 \%$ confidence interval of the mean difference. Group $1=$ randomly assigned group. Group $2=$ self-selected group. Group $3=$ group based on brain dominance characteristics.

To examine if there is a difference in performance on the special project among the three groups, we first examined if the variances of the three populations from which the samples are taken are equal. Based on the data we have, there is strong evidence that the assumption of equal variances is not appropriate with a p-value of 0.003 , based on means (Table 4). Thus, we resort to a non-parametric Kruskal-Wallis one-way analysis of variance test to see if the three average group scores are identical. Please note that here the ranks of the data are used in the analysis (Tables 5 and 6).

Table 4
Test of Homogeneity of Variances

|  | Levene Statistic | df1 | df2 | Sig. |
| :--- | :---: | :---: | :---: | :---: |
| Based on Mean | 6.170 | 2 | 80 | 0.003 |
| Based on Median | 5.155 | 2 | 80 | 0.008 |
| Based on Median and with adjusted df | 5.155 | 2 | 73.098 | 0.008 |
| Based on trimmed mean | 6.436 | 2 | 80 | 0.003 |

From the following summary (Table 5), the average of the ranks for the random Group 1 is 60.19 , the self-selected Group 2 is 38.73 and the Hdbased Group 3 is 39.27 . The number of observations per group are 18,24 and 38 , respectively. Based on the ranks, it seems there is a significant difference among the three groups with a p-value of 0.006 (Table 6). When one looks at Table 5 very closely, the average rank of the random group (Group 1) is considerably higher than both Group 2 (self-selected) and Group 3 (Hdbased). Thus Group 1 is significantly different from both. However, the other two groups are not significantly different from each other. Interestingly, the ANOVA results are consistent with the Kruskal-Wallis test results, even when
equality of variances does not hold. It seems that the group whose membership is randomly formed (Group 1) can figure out how to work together and perform well while the members of Group 2 and Group 3 even though they are homogeneous because they have some things in common, did not seem to do relatively well.

Table 5
Average of the Ranks

| Group | N | Mean Rank |
| :--- | :---: | :---: |
| 1 | 18 | 60.19 |
| 2 | 24 | 38.73 |
| 3 | 38 | 39.27 |
| Total | 80 |  |

Note. Group 1 = randomly assigned group. Group 2 = self-selected group. Group 3 = group based on brain dominance characteristics.

Table 6
Kruskal Wallis Test Statistics ${ }^{a, b}$

|  | All data |
| :--- | :---: |
| Kruskal-Wallis H | 10.203 |
| df | 2 |
| Asymptotic Significance | 0.006 |

Note. $\mathrm{a}=$ Kruskal Wallis Test. $\mathrm{b}=$ Grouping Variable: Group ID

## Discussion and Conclusion

This research sought to identify if the group formation process facilitates instructional delivery in a very productive way to enhance superior student performance in problem solving. Some researchers, including Stockwell et al. (2017) argue for a replacement of the traditional method of pedagogy in which students are left to learn individually and then subjected to listening to long instructors' lectures. The antagonists of the traditional pedagogy have become the proponents of group active learning which is noted to increase student academic performance. Rock and Gerkovich (2021) argue convincingly for adopting group learning strategies. In specific terms, the authors advocate for the use of heterogeneous teams to take advantage of cognitive elaboration. According to them, cognitive elaboration involves sharing, challenging, and expanding of thinking. The approach in this study is to test the impact of three different group formation methods (student-formed teams, randomly selected teams, and teams formed through students' thinking style) on academic performance in an undergraduate course in statistics within a Historically Black University in Texas. More importantly, an attempt is made to determine if a more diverse team achieves a higher academic performance than a homogeneous team.

The ANOVA and Kruskal-Wallis test results indicate a superior performance by a heterogeneous randomly selected Group 1. The results are consistent with Haq et al. (2021), Rienties et al. (2014), and Lambic et al. (2018) who report superior academic performance by heterogeneous teams relative to homogeneous teams. Moreover, the results are nevertheless
consistent with Farland et al. (2019), and Briggs (2020), who found a weak impact of team formation method on group performance. The implication of this study's results is that a randomly selected heterogeneous team has a potential to achieve a higher academic performance in problem solving. But the results reported in this study are at variance with Chapman et al. (2006), Rusticus and Justus (2019) who report a better outcome with the self-selected team.

The results reported in this study should be interpreted with caution. The authors are aware that other factors contribute to team performance. For example, Cheng et al. (2008) and several other researchers identify the quality of the group process and team cohesion critical factors. Rusticus and Justus (2019) also identify other factors that can affect performance beyond team formation process. The factors include open and frequent communication, levels of motivation, positive team dynamics, and equitable workload distribution. Even if the team formation process is ideal, group tension and conflict can easily interfere with pursuing superior performance.

## References

Alberola, J.M., del Val, E., Sanchez-Anguix, V., Palomares, A., \& Teruel, D. (2016). An artificial intelligence tool for heterogeneous team formation in the classroom. Knowledge-Based Systems, 101, 1-14.
Ayadi, O.F., Woldie, M., \& Allagoa-Warren, A. (2019). Is brain hemisphericity A correlate of performance in problem-solving courses? A case study from an HBCU. Journal of Education for Business, 94(4), 228-233.
Berry, W. (2008). Surviving lecture: A pedagogical alternative. College Teaching, 56(3), 149-154.
Bonwell, C.C., \& Eison, J.A. (1991). Active learning: Creating excitement in the classroom. ASHE-ERIC Higher Education Report No.1. George Washington University
Briggs, M. (2020). Comparing academically homogeneous and heterogeneous groups in an active learning physics class. Journal of College Science Teaching, 49(6), 76-82.
Chace, J. F. (2014). Collaborative projects increase student learning outcome performance in
nonmajors environmental science course. Journal of College Science Teaching, 43(6), 58-63.
Chapman, K.J., Meuter, M., Toy, D., \& Wright, L. (2006). Can't we pick our own groups? The influence of group selection method on group dynamics and outcomes. Journal of Management Education, 30(4), 557-569.
Cheng, R.W., Lam, S., \& Chan, J.C. (2008). When high achievers and low achievers work in the same group: The roles of group heterogeneity and processes in project-based learning. British Journal of Educational Psychology, 78, 205-221.
Daft, R. L. (2014). Management ( $11^{\text {th }}$ ed.) Southwestern University.
Deibel, K. (2005). Team formation methods for increasing interaction during in-class group work. Proceedings of the $10^{\text {th }}$ Annual SIGCSE Conference. Monte de Caparica, Portugal.
Druskat, V. U., \& Wolff, S. B. (2001). Group emotional intelligence and its influence on group effectiveness. In C. Cherniss \& D. Goleman (Eds.), The emotionally intelligent workplace (pp. 133-155). Jossey-Bass.
Farland, M. Z., Feng, X., Behar-Horenstein, L. S., \& Beck, D. E. (2019). Impact of team formation method on student team performance across multiple courses incorporating team-based learning. American Journal of Pharmaceutical Education, 83(6), 1220-1225.
Gencer, H. (2019). Group dynamics and behavior. Universal Journal of Educational Research, 7(1), 223229.

Greenlee, B., \& Karanxha, Z. (2010). A study of group dynamics in educational leadership cohort and non-cohort groups. Journal of Research on Leadership Education, 5(11), 357-382.
Haq, I. U., Anwar, A., Rehman, I. U., Asif, W., Sobnath, D., Sherazi, H. H. R., \& Nasralla, M. M. (2021). Dynamic Group Formation with Intelligent Tutor Collaborative Learning: A Novel Approach for

Next Generation Collaboration. IEEE Access, 9(143406-143422). DOI:
10.1109/ACCESS.2021.3120557

He, W. (2015). Developing problem-solving skills with case study in a conceptual management course. Journal of Business Case Studies, 11(2), 57-70.
Lambic, D., Lazovic, B., Djenic, A., \& Maric, M. (2018). A novel metaheuristic approach for collaborative learning group formation. Journal of Computer Assisted Learning, 34(6), 907-916.
Margret, F.M., \& Lavanya, T. (2017). Hemispheric dominance, thinking style preferences and emotional intelligence among college students. Journal of Psychosocial Research, 12(1), 21-31.
Martinez, M.E. (1998). What is problem solving? Phi Delta Kappan, 79(8), 605-610.
Mazziotti, C., Rummel, N., Deiglmayr, A., \& Loibl, K. (2019). Probing boundary conditions of productive failure and analyzing the role of young students' collaboration. NPJ Science of Learning, 4(1), 1-9.
McClellan, C. (2016). Teamwork, collaboration, and cooperation as a student learning outcome for undergraduates. Assessment Update, 28(1), 5-15.
Millis, B.J. (2012). Active learning strategies in face-to-face courses. IDEA Paper \#53. The IDEA Center.
Millis, B. J., \& Cottell, P. G. (1998). Cooperative learning for higher education faculty. ACE/Oryx Press.
Nokes-Malach, T. J., Richey, J. E., \& Gadgil, S. (2015). When is it better to learn together? Insights from research on collaborative learning. Educational Psychology Review, 27(4), 645-656.
Oakley, B., Felder, R., Brent, R., \& Elhajj, I. (2004). Turning student groups into effective teams. Journal of Student Centered Learning, 2(1), 9-34.
Parmelee, D.X., \& Hudes, P. (2012). Team-based Learning: A Relevant Strategy in Health Professionals' education. Medical Teacher, 34, 411-413.
Pociask, S., Gross, D., \& Shih, M-Y. (2017). Does team formation impact student performance, effort and attitudes in a college employing collaborative learning? Journal of Scholarship of Teaching and Learning, 17(3), 19-33.
Post, M.L., Barrett, A., Williams, M., \& Scharff, L. (2020). Impact of team formation method on student performance, attitudes, and behaviors. Journal of the Scholarship of Teaching and Learning, 20(1), 1-21.
Rienties, B., Alcott, P., \& Jindal-Snape, D. (2014). To let students self-select or not: That is the question for teachers or culturally diverse groups. Journal of Studies in International Education, 18(1), 6483.

Rock, D., \& Gerkovich, P. (2021, June 4). Why diverse teams outperform homogeneous teams. Psychology Today. https://www.psychologytoday.com/us/blog/your-brain-work/202106/why-diverse-teams-outperform-homogeneous-teams
Rusticus, S., \& Justus, B.J. (2019). Comparing student- and teacher-formed teams on group dynamics, satisfaction, and performance. Small Group Research, 50(4), 443-457.
Saleh, A. (2001). Brain hemisphericity and academic majors: A correlation study. College Student Journal, 35(2), 193-200.
Shimazoe, J., \& Aldrich, H. (2010). Group work can be gratifying: Understanding and overcoming resistance to cooperative learning. College Teaching, 58(2), 52-57.
Stockwell, B.R., Stockwell, M.S., \& Jiang, E. (2017). Group problem solving in class improves undergraduate learning. ACS Central Science, 3, 614-620.
Warhuus, J. P., Günzel-Jensen, F., Robinson, S., \& Neergaard, H. (2021). Teaming up in entrepreneurship education: Does the team formation mode matter? International Journal of Entrepreneurial Behaviour and Research, 27(8), 1913-1935.
Wu, S., Farquhar, J., \& Compton, S. (2018). Why do team-based learning educators use TBL? The Asia Pacific Scholar, 3(1), 38-41.

